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Reducing political polarization in the United 
States with a mobile chat platform

Aidan Combs1,8, Graham Tierney2,8, Brian Guay    3,4, Friedolin Merhout    5, 
Christopher A. Bail    1,6, D. Sunshine Hillygus    6,7 & Alexander Volfovsky    2 

Do anonymous online conversations between people with different political 
views exacerbate or mitigate partisan polarization? We created a mobile 
chat platform to study the impact of such discussions. Our study recruited 
Republicans and Democrats in the United States to complete a survey about 
their political views. We later randomized them into treatment conditions 
where they were offered financial incentives to use our platform to discuss 
a contentious policy issue with an opposing partisan. We found that people 
who engage in anonymous cross-party conversations about political topics 
exhibit substantial decreases in polarization compared with a placebo 
group that wrote an essay using the same conversation prompts. Moreover, 
these depolarizing effects were correlated with the civility of dialogue 
between study participants. Our findings demonstrate the potential for 
well-designed social media platforms to mitigate political polarization  
and underscore the need for a flexible platform for scientific research on 
social media.

Political polarization is one of the most pressing social problems of 
our era1–8. Though scholars were once optimistic that the internet 
could help bridge partisan divides by allowing people to connect with 
broader communities, many now worry that social media platforms 
have increased ideological segregation and incivility instead9–13. Under-
standing whether and under what conditions online communication 
across party lines can shape political divisions is critical to addressing 
the challenges facing democracy.

Past research provides mixed evidence about the role of 
cross-party interactions in political polarization. Some studies suggest 
that these interactions can exacerbate polarization and incivility14,15. 
For instance, recent work concludes that Facebook use may increase 
political polarization13, and exposure to ideologically uncongenial 
information can push partisans further apart16. Yet other research sug-
gests that people moderate their views when they engage with those 
with different perspectives because they come to recognize the value 
of alternative viewpoints17–23.

Particularly little is known about the impact of cross-party con-
versations that occur in online settings24. Previous research indicates 
that online communications are often less civil because people feel less 
encumbered by the social norms that guide physical interaction25,26, 
which can lead them to more easily dehumanize others who disa-
gree with them27. This may be especially the case if they are partly or 
completely anonymous to each other28–30. However, there is also evi-
dence that anonymity can encourage people to focus on the content 
of conversations rather than the identity of the people with whom they 
engage31–34. Anonymity may also allow people to explore alternative 
viewpoints honestly without fear of social repercussions15,35,36. Research 
is therefore needed to determine whether anonymous cross-party 
conversations in online settings will exacerbate or mitigate political 
polarization.

Unfortunately, studying the causal effects of online cross-party 
conversations presents considerable methodological challenges. 
Observational analyses of cross-party deliberations on social media 
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recruitment dialogue. Participants who downloaded the app (n = 1,201) 
were assigned an ‘invite’ code that—unbeknownst to them—automati-
cally paired them with an opposing partisan. We provide details of the 
recruitment process and challenges, including a lower-than-expected 
yield of participants, and further evaluations of the resulting sample 
in the Supplementary Information. Figure 1 shows the on-boarding 
app screens welcoming the participants, which instructed them to 
complete 14 thoughtful replies with another DiscussIt user over the 
course of one week to receive the financial incentive. They were then 
randomly assigned to one of the two discussion topic areas—immigra-
tion or gun control—and given a gender-neutral pseudonym. After they 
were matched with an opposing partisan, the participants advanced to 
a chat screen, where they received a prompt to begin the conversation 
about the designated policy topic.

The participants were further randomized into one of three label-
ling conditions in the treatment group: the discussion partner was  
(1) correctly identified as an opposing partisan, (2) not labelled with a 
party or (3) mislabelled to have the same party identification as the par-
ticipant. These sub-conditions were meant to provide further insight 
about how information on partisan identity might shape anonymous 
conversations about politics8,22,46,48. Participants in the control group 
received a placebo prompt asking them to write an essay on immigra-
tion or gun control in response to the same prompts provided at the 
end of onboarding in the app. The aim of this baseline condition is to 
ensure all individuals in the study (both treated and not treated) have 
given roughly equivalent thought to the specific policy topic49. See 
the Supplementary Information for analyses using a separate control 
condition where participants were not asked to engage in any activity 
about the policy topic.

Several days after participants in the treatment condition com-
pleted their chats, all participants received another invitation to an 
ostensibly unrelated survey about health. This survey included the 
same measures used in the pre-treatment survey, thereby enabling 
within-subject assessment of the impact of our intervention, but began 
with a set of distractor questions designed to mask the purpose of 
our study and discourage demand effects based on the participants’ 
interpretation of the aims of our study. Finally, our app also collected 
the full text of all conversations, allowing further analysis of the poten-
tial mechanisms that shape anonymous cross-party interaction on 
social media.

Analyses
Our analysis estimated the change between our pre-treatment and 
post-treatment depolarization index via a two-stage least-squares 
model designed to assess the complier average causal effect 
(CACE) of our intervention50. Comparisons between compliant and 
non-compliant participants are reported in Supplementary Infor-
mation section 4.3, and intent-to-treat results are presented in Sup-
plementary Information section 4.4. There are no differences in the 
statistical significance of effects observed between the CACE and 
intent-to-treat models. As preregistered, compliance was defined 
as installing our study’s app and completing at least ten exchanges 
with a member of the opposing party. As Fig. 2 shows, we found that 
participants in our treatment condition exhibited sizable increases 
in our depolarization index relative to the placebo condition even 
after relatively short conversations on our platform—equivalent to 
0.22 standard deviations (t = 2.44; n = 1,419; two-tailed P = 0.016; 95% 
confidence interval (CI), 0.0426 to 0.411). The increase was roughly 
equal on both affect and issue sub-indices, though the increase is sta-
tistically significant only for the issue index.

Figure 3 reports the treatment effects by labelling condition (that 
is, whether or how the partisanship of the participant’s conversation 
partner was labelled). Participants in the correct-labels condition exhib-
ited a 0.25-standard-deviation increase (t = 2.50; n = 1,419; two-tailed 
P = 0.012; 95% CI, 0.055 to 0.457), and those in the incorrect-labels 

platforms are poorly suited to identifying such effects because the 
processes that lead people into such interactions are not random16,37–39. 
Moreover, platforms such as Facebook or Twitter are typically unwill-
ing to randomize their users into the experiments necessary to test 
hypotheses about the potential effects because of corporate priorities 
to protect user privacy and ensure consistent user experience40–43.

To address these issues, we developed our own mobile chat plat-
form to conduct a field experiment testing the impact of anonymous 
cross-party conversations on controversial topics. Creating our own 
platform allowed us to customize and randomly assign features of 
the user experience, while holding constant other features that might 
impact online behaviour. As described below, we paired Republicans 
and Democrats to complete a sustained, text-based conversation about 
a political topic using our platform. The participants received varied 
information about the political preferences of their chat partners, 
with whom they discussed immigration or gun control over a period 
of several days.

We designed our platform to emulate the look and feel of a social 
media app. The platform, called DiscussIt, enables asynchronous, 
text-based messages similar to WhatsApp or direct messaging on Face-
book or Twitter. The participants downloaded the app to their mobile 
devices from the Google Play or Apple App Store. The platform featured 
visual images created by a graphic designer and a staff-supported user 
support and content moderation team. The participants could like 
each other’s messages (though we did not show them whether their 
messages had been liked by their partner), enable notifications and 
block or report their chat partner. The platform also allowed embedded 
survey questions and the collection of behavioural data. Combined 
with ostensibly unrelated pre and post surveys outside of the platform, 
the experimental design allowed us to rigorously evaluate the causal 
impact of anonymous cross-party conversations on multiple dimen-
sions of political polarization.

Results
Procedure
In early February 2020, we hired the survey firm YouGov to recruit 
self-identified Democrats and Republicans from their survey panel 
to participate in our field experiment. The participants started with a 
survey about their political views, which included multiple questions 
measuring both issue polarization (that is, ideological polarization) 
and affective polarization (the gap between individuals’ positive feel-
ings towards their own political party and negative feelings towards 
the opposing party)7. The issue polarization measure was specific to 
the particular topic assigned for discussion—either immigration or 
gun control. Similar to previous research44, our outcome of interest 
is a global index, constructed from all 21 measures of polarization  
(Cronbach’s α = 0.72), as well as sub-indices that report our results sepa-
rately for issue-based and affective polarization. These indices improve 
measurement precision45, and breaking them into sub-indices allows us 
to examine the effects of different types of polarization separately46,47. 
Each of our depolarization indices is coded such that more positive 
values indicate people expressing less polarized views. We provide 
additional details about question wording and scale construction in 
the Supplementary Information as well as multiple robustness checks.

After the participants completed the survey, we randomly assigned 
them to treatment and control conditions and sent the treatment group 
a seemingly unrelated invitation to download and test a mobile app for 
a new social media platform called DiscussIt for financial compensa-
tion. Our seemingly unrelated design is an advance over previous 
work in that it both obscures the political nature of the experimental 
treatment and guards against demand effects. The invitation informed 
the participants that DiscussIt is a social media platform where peo-
ple anonymously discuss various topics but instructed them not to 
disclose their name or personal information in order to allow con-
versations to “develop freely”. There was no mention of politics in the 
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Fig. 1 | Onboarding images from the social media platform created for this 
study. After downloading the app, the participants logged in and were guided 
through several onboarding screens. They were then shown their randomly 
assigned discussion prompt about either immigration or gun control and matched 
with a partner from the opposing political party. Whether their partner’s party 

affiliation was displayed correctly, incorrectly or not at all was randomized at the 
time of matching. After matching, the participants entered the chat interface and 
could begin their conversation. Images adapted from www.humaaans.com under 
Creative Commons CC0.
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condition showed a 0.26-standard-deviation increase (t = 2.34; n = 1,419; 
two-tailed P = 0.017; 95% CI, 0.047 to 0.484) in our depolarization index. 
Participants in the sub-condition where political parties were unlabelled 
exhibited a 0.15-standard-deviation treatment effect, which was not 
statistically significant (t = 1.43; n = 1,419; two-tailed P = 0.15; 95% CI, 
−0.058 to 0.363); this result reflects treatment effects of nearly zero 
(0.05 standard deviations; t = 0.41; n = 1,419; two-tailed P = 0.68; 95% CI, 
−0.176 to 0.269) for the unlabelled condition on the affect index. The 
point estimates of treatment effects are much more similar for the issue 
index. Figure 4 reports the treatment effects by the political party of 
the participant. The treatment effect was approximately 0.38 standard 
deviations for Republicans (t = 2.68; n = 704; two-tailed P = 0.007; 95% 
CI, 0.101 to 0.650) and 0.09 for Democrats (not statistically significant; 
t = 0.697; n = 715; two-tailed P = 0.48; 95% CI, −0.156 to 0.328). In the Sup-
plementary Information, we show that Republicans were less polarized 
before treatment than Democrats, suggesting that Republicans did not 
simply have more room to moderate than Democrats. We are unable 
to reject the null hypothesis that the treatment effect was the same for 
Republicans and Democrats (treatment effect difference, 0.29; z = 1.55; 

two-tailed P = 0.12; 95% CI, −0.0768 to 0.656). Results are also shown for 
the individual components of the polarization index, with treatment 
effect point estimates of 0.4 standard deviations for Republicans and 
0.01 for Democrats for the issue index and 0.18 for Republicans and 
0.08 for Democrats for the affect index.

Finally, we analysed the civility of the messages exchanged using 
natural language processing techniques51, an approach that has been 
used in previous research examining interpersonal exchanges about 
political disagreements52. Figure 5 describes the ‘civility index’ created 
via this analysis for participants’ chat partners over time. As this figure 
shows, people who experienced significant increases in our depolariza-
tion index tended to have conversation partners who used more civil 
language—particularly during the beginning of the conversation. In 
the Supplementary Information, we present models showing that the 
relationship between the chat partner’s civility and depolarization 
is statistically significant. We note that civility was not incorporated 
into our randomization design and therefore cannot be considered 
an unambiguous causal factor.

Depolarization index

A�ect index

Issue index

Less depolarization
0 0.1 0.2 0.3 0.4

More depolarization

Fig. 2 | Effect of cross-party interaction on an anonymous chat platform on 
political polarization. The research participants (n = 715 Democrats, n = 704 
Republicans) were randomized to either a treatment condition, where they 
were invited to test an app for a new social media platform that (unbeknownst 
to them) paired them with an opposing partisan to discuss immigration or gun 
control policy, or a placebo condition. In the placebo condition, participants 
wrote an essay using the same conversation prompts as the treatment condition. 
Outcomes were measured on a depolarization index that is coded to be positive 
if participants expressed less polarized attitudes. The indices are standardized 
to variance 1 for each analysis, so the effect on the depolarization index does not 
necessarily lie between the effects on the component indices. The plot shows the 
point estimates and 95% CIs for the change in depolarization among those in the 
treatment relative to those in the placebo condition (change in depolarization in 
treatment minus change in placebo condition) for the global index (in bold) and 
the issue and affect sub-indices. We observed a significant and positive effect of 
cross-party interaction. This finding indicates that using the study’s anonymous 
chat platform to discuss a political issue with an opposing partisan depolarized 
participants by approximately 0.22 standard deviations on the depolarization 
index (t = 2.44; n = 1,419; two-tailed P = 0.016; 95% CI, 0.0426 to 0.411). The 
effect is positive on both the issue and affect sub-indices but is statistically 
significant only for the issue index. For the affect and issue indices, respectively, 
CACE = 0.138 and 0.191; two-tailed P = 0.160 and 0.024; t statistics, 1.41 and 2.25 
on 1,417 and 1,411 degrees of freedom; 95% CIs, −0.055 to 0.330 and 0.0249 to 
0.359. Standard errors are clustered at the conversation level. The CIs are  
centred at the point estimates. See Supplementary Information section 3 for  
the full model details.
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Fig. 3 | Effect of cross-party interaction on an anonymous chat platform on 
political polarization according to different identity cues. The treatment 
effects by different labelling conditions relative to the placebo condition are 
shown. The green, teal and purple bars indicate the treatment effects for those 
whose discussion partner was accurately labelled as an opposing partisan, 
was mislabelled as a co-partisan and had their party affiliation unlabelled, 
respectively. The top panel shows the effects on the depolarization index, and 
the bottom panel shows the effects on the issue and affect sub-indices. We 
observed large and significant effects for the correctly and incorrectly labelled 
conditions on the depolarization index (CACE = 0.253 and 0.262, respectively; 
two-tailed P = 0.012 and 0.017; t statistics, 2.56 and 2.39 on 1,415 degrees of 
freedom; 95% CIs, 0.055 to 0.457 and 0.047 to 0.484) and insignificant effects 
for the unlabelled condition (CACE = 0.0151; two-tailed P = 0.15; t statistic, 
1.42 on 1,415 degrees of freedom; 95% CI, −0.058 to 0.363). The correct-labels 
results for the affect and issue indices, respectively, were CACE = 0.206 and 
0.183; two-tailed P = 0.049 and 0.051; t statistics, 1.97 and 1.95 on 1,415 and 
1,409 degrees of freedom; 95% CIs, 0.001 to 0.412 and −0.002 to 0.367. The 
incorrect-labels results for the affect and issue indices, respectively, were 
CACE = 0.150 and 0.240; two-tailed P =0.193 and 0.020; t statistics, 1.30 and 
2.32 on 1,415 and 1,409 degrees of freedom; 95% CIs, −0.0759 to 0.375 and 0.037 
to 0.443. The no-labels results for the affect and issue indices, respectively, 
were CACE = 0.046 and 0.153; two-tailed P = 0.682 and 0.120; t statistics,  
0.41 and 1.56 on 1,415 and 1,409 degrees of freedom; 95% CIs, −0.176 to 0.269 
and −0.040 to 0.346. Standard errors are clustered at the conversation level. 
The CIs are centred at the point estimates. The indices are standardized  
to variance 1 for each analysis, so the effect on the depolarization index  
does not necessarily lie between the effects on the component indices.  
See Supplementary Information section 3 for the full model details.
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Discussion
Our findings show that anonymous online cross-party conversations 
can help depolarize the public. This finding is particularly noteworthy 
since there are currently so few examples of interventions that suc-
cessfully reduce political tribalism online7,53. Importantly, this depo-
larization occurred without explicit appeals for deliberation, empathy 
or cooperation by the intervention—more closely reflecting the user 
experiences on social media.

The final sample sizes in our experiment allow for comparisons 
of each sub-condition to the placebo condition but do not enable 
precise comparisons across sub-conditions without strong parametric 
assumptions. Nonetheless, the observed patterns offer some sugges-
tions as to the potential mechanisms underlying our findings. The 
smallest treatment effects are found among those whose partisan 
identifications were unlabelled. This pattern suggests that partici-
pants in conversations with explicit partisan labels may more easily 
draw connections between the conversation and existing partisan 
stereotypes, experiences and attitudes—a necessary precondition 
for attitudinal change. This interpretation is also reflected in the fact 
that the point estimate of the unlabelled condition’s effect on the issue 
index is larger and more comparable to the other treatment conditions 
than its effect on the affect index, although those results are both not 
statistically significant. This finding is consistent with recent research 
revealing that polarization is fuelled by wildly overestimated partisan 
stereotypes54–59, so that a conversation with a member of the other party 
that contradicts prevailing stereotypes—revealing the actual extent of 
heterogeneity in partisan views—should help depolarize21,23,60–62. It is 
telling that this is the case whether a participant is told they are talking 

to someone from their outgroup or ingroup—consistent with recent 
research finding that ingroup social pressures contribute to polariza-
tion63. Analyses of the content of the conversations with respect to 
civility further reinforce this interpretation.

We also examined heterogeneity in the treatment effects by par-
tisanship. A growing number of studies indicate that political polari-
zation in the United States has evolved in an asymmetric manner, 
driven primarily by Republicans. For example, Republican elected 
officials have increasingly taken more extreme positions in legislative 
votes than their counterparts in the Democratic party over the past 40 
years64. Other studies indicate that exposing Republicans to Demo-
crats can make them more polarized, not less16,33,65. Yet these studies 
exposed people to high-profile elites or studied the effect of exposure 
in larger group settings or with less sustained interactions than those 
used here. It may be that anonymous dyadic conversation between 
non-elites is a particularly important counterweight to asymmetric 
polarization by providing Republicans with the space to encounter 
views and stereotypes distinct from elite rhetoric and conservative 
media66. In other words, people might find it easier to find common 
ground with a regular person than a political elite23—about whom they 
have strong stereotypes generated by partisan media. Indeed, our 
results are consistent with work by Balietti and colleagues showing 
that people with conservative views depolarize more than those with 
liberal views when exposed to cross-attitudinal arguments written by 
peers rather than elites22.

Our research has some notable limitations. Though our partici-
pants were recruited from a high-quality online survey panel, they 
are not representative of the general population or of social media 
users (Supplementary Information section 2.3). It is possible that 
the people who participated in our experiment—that is, those who 
were willing to download and use an unknown app to converse with 
strangers—respond differently to those conversations than a typical 
social media user.

Additionally, the cross-party exchanges on the DiscussIt platform 
are not a perfect analogue for discussions on social media. Although 
the platform mimicked the look and feel of a social media app in many 
ways, key differences remain. For example, anonymous conversations 
might unfold quite differently in a non-dyadic setting, where larger 
numbers of users interacting may generate peer influence dynamics 
that are quite different and where reputational concerns are more 
salient. In an open setting, members of one party may feel compelled 
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Fig. 4 | Effect of cross-party interaction on an anonymous chat platform on 
political polarization, by party. The effects of our intervention are shown for 
Republicans (CACE = 0.375; t = 2.68; n = 704; two-tailed P = 0.007; 95% CI, 0.101 
to 0.650) and Democrats (CACE = 0.086; t = 0.697; n = 715; two-tailed P = 0.48; 
95% CI, −0.156 to 0.328). We cannot reject the null hypothesis that the two 
treatment effects are equal (treatment effect difference, 0.289; z = 1.55; two-
tailed P = 0.12; 95% CI, −0.0768 to 0.656). The affect index results for Republicans 
and Democrats, respectively, were CACE = 0.186 and 0.085; two-tailed P = 0.18 
and 0.50; t statistics, 1.32 and 0.67 on 702 and 713 degrees of freedom; 95% CIs, 
−0.0884 to 0.460 and −0.163 to 0.333. The issue index results for Republicans 
and Democrats, respectively, were CACE = 0.393 and 0.011; two-tailed P = 0.005 
and 0.92; t statistics, 2.80 and 0.10 on 700 and 709 degrees of freedom; 95% CIs, 
0.118 to 0.669 and −0.208 to 0.230. The CIs are centred at the point estimates. 
Traditional standard errors are reported because members of the same party did 
not interact. The indices are standardized to variance 1 for each analysis, so the 
effect on the depolarization index does not necessarily lie between the effects 
on the component indices. See Supplementary Information section 3 for the full 
model specification details.
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Fig. 5 | Civility by treatment outcome (over time). Each chat produced on our 
platform was analysed using natural language processing software to identify 
the frequency of civil exchanges. This figure plots the resultant civility index for 
each participant’s chat partner’s messages according to their polarization status. 
Depolarized participants are those whose depolarization index was more than 
one standard deviation above the mean; polarized participants’ depolarization 
index was more than one standard deviation below the mean. Participants 
who depolarized tended to have chat partners who used more civil language, 
particularly at the beginning of the conversation. The time series data were 
smoothed with a LOESS function.
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to team up on the other because of established social norms or the 
possibility of receiving affirmation via ‘likes’ from their ingroup. In addi-
tion, we instructed our participants to engage in a substantial number 
of back-and-forth replies to each other. Cross-party interactions on 
established platforms are often much shorter, and it may be that sus-
tained conversation is necessary for depolarization. Finally, we asked 
the participants to engage in a focused discussion about a particular 
issue. Our intervention may thus more closely resemble a platform 
where discussions might be organized around a particular topic.

Nevertheless, our research demonstrates the promise of creating 
a social media platform for scientific research. We show that online 
conversations on a platform with the look and feel of contemporary 
social media can depolarize participants under the particular set of con-
ditions we created. Specifically, we found that conversation between 
partisans that is dyadic, anonymous, thoughtful and focused on politi-
cal issues depolarizes participants. An important and fruitful path for 
future work will be to further investigate the effects of conversation 
under other conditions reflective of contemporary platforms. Tools 
like the one that we created would enable that work.

Tools like ours not only could be used to conduct high-quality field 
experiments that examine many other design features but also could 
avoid the many challenges of collaborating with social media plat-
forms to conduct research on the increasingly urgent topic of political 
polarization. Perhaps most importantly, this research paradigm may 
inspire scientists, entrepreneurs or existing social media companies to 
explore entirely new design features. Most of the dominant platforms 
evolved in a chaotic manner, where interventions are tested to address 
emerging threats. In contrast, a new research agenda focused on scien-
tifically testing the impact of social media design on polarization has 
the potential to test and develop a fuller range of design features that 
might incentivize more positive behaviour.

Methods
Our research was approved by the Institutional Review Board at Duke 
University (protocol no. 2020-0326) and preregistered on the Open Sci-
ence Framework on 20 January 2020 (https://osf.io/g97z5/). Informed 
consent was collected from all participants, and all participants were 
compensated via the survey firm YouGov. Recruiting participants to 
download an app for an unrecognized mobile chat platform is difficult. 
We describe these challenges in Supplementary Information section 2.

The participants were randomized into the treatment or placebo 
condition, and those assigned to treatment were then further rand-
omized into one of the three display conditions. Sample sizes were 
chosen to have 80% power to detect effects of at least 0.25 standard 
deviations. A total of 1,419 participants (640 men, 779 women; average 
age, 52.3 years) were included in our analyses. Data collection was done 
blind to treatment condition, and the ostensibly unrelated surveys were 
administered by YouGov. As is perhaps inevitable given the complexity 
of the field experiment, some of these implementation issues necessi-
tated deviation from the preregistration. Specifically, the final sample 
sizes for each sub-condition sufficiently power a comparison to the 
baseline but offer limited precision for comparisons to one another. 
The deviation occurred because individuals in the control condition 
were not initially screened for their willingness to download an app, 
which was an inclusion criterion for our analysis. Due to the ostensibly 
unrelated nature of all of our surveys and since those in the control 
condition were not exposed to any treatment, those in the control 
condition required re-surveying to measure their willingness to par-
ticipate. Lastly, as all screened respondents completed a pre-treatment 
survey outside the app before being issued an invitation to download 
the app, we were left with a smaller-than-anticipated sample size when 
we had a lower yield of survey respondents following through on the 
app download.

All analyses in this manuscript were performed in R 4.1.1 on a 2020 
M1 MacBook Pro computer. The CACEs reported in the main text were 

computed using two-stage least squares. All regression-adjusted mod-
els include main effects and cluster robust standard errors. Detailed 
model specifications, as well as specification of the analysis for 
intent-to-treat analyses (using linear regression) and heterogeneous 
treatment effect analysis (using Bayesian additive regression trees), 
are provided in the Supplementary Information.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Anonymized replication data are publicly available from the authors 
at this link: https://doi.org/10.7910/DVN/LTVEHJ.

Code availability
Replication code for the main results in the manuscript is publicly 
available at this link: https://doi.org/10.7910/DVN/LTVEHJ.
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Recruitment See Supplemental Appendix Section 2.2 for a detailed description. We hired the survey research firm YouGov to recruit a pool 
of potential respondents who were U.S. citizens at least 18 years of age, self-identified as either Republican or Democrat 
(including Independents who said they `leaned' toward one party), used an iOS or Android smartphone or tablet, and self-
reported a willingness to install an app on their phone or tablet. We note that the original YouGov sample is self-selected and 
so may be more computer-literate than the general population as they are participating in online research. Supplement Table 
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Study description The randomized experiment provided treatment respondents access to a mobile app that paired Democrats with Republicans to 
have conversations about gun control or immigration. Respondents answered detailed questions about policy preference and 
attitudes in two ostensibly unrelated pre- and post-conversation surveys administered by YouGov. Quantitative measures of political 
polarization were compared before and after the conversation. 

Research sample We hired the survey research firm YouGov to recruit a pool of potential respondents who were U.S. citizens at least 18 years of age, 
self-identified as either Republican or Democrat (including Independents who said they `leaned' toward one party), used an iOS or 
Android smartphone or tablet, and self-reported a willingness to install an app on their phone or tablet. The non-probability sample 
has been selected to match the population of interest but its representativeness along other, unobserved, characteristics is unknown. 
 
We want to study how conversation with someone from a different political party would affect views towards that party and that 
party's policy preferences, so a sample of partisan Americans was required.  
 
The sample is slightly older, more female, and more educated than the US population as a whole. See Supplemental Appendix 
Section 2.3 for a detailed discussion. 

Sampling strategy YouGov used its quota-based online national sample to recruit participants, stratified by YouGov such that we had equal numbers of 
Democrat and Republican participants. 

Data collection The application DiscussIt logged all messages and survey responses across all experimental conditions. YouGov administered the pre- 
and post-surveys on-line. No one except the participants and researchers could see the messages and survey responses. Initial power 
calculations indicated that we needed 250 observations in each treatment arm to detect effect sizes of 0.25 standard deviations with 
80% power. Data collection (both survey and within-app data) were blinded from the researcher.

Timing Recruitment began on January 24, 2020 and data collection ended on February 27, 2020. 

Data exclusions Data were excluded if participants did not express willingness to download an app. Details are provided in Supplementary Appendix 
Section 2.2. 

Non-participation All individuals who completed the post-survey (where outcomes were measured) are used in the analysis and two-stage least-
squares was used to estimate complier average causal effects. We have a completion rate of 22% of the 7074 individuals who were 
recruited by YouGov and consented to participate in the study. Details are provided in Supplementary Appendix Section 2.2. 
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